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Review	of	Lecture	2	homework

Find	a	research	(can	be	SRTP)	or	an	experiment	
(you’ve	done	in	previous	courses),	write	an	
outline	in	order	to	prepare	a	manuscript.	
– List 3 goals	(your	proposed	answers)
– List 3 key papers that	provide	foundation	of	your	
work

– List	3 main	ideas	in	the	introduction
– List	3 main	findings	of	your	study
– List	possible	comparisons/discussions	



!

Outline

• I.	Introduction
– 1.0	Opening	paragraph	
– 1.1	Background	(pubs)	
• 1.1.1	Observational	background	
• 1.1.2	Theoretical	background	
• 1.1.3	Modeling	background	(pubs)

– 1.2	Present	research
• II.	Methodology
• III.	Results
• IV.	Summary	and	discussion
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Outline

• II.	Methodology
– 2.1	Data	
– 2.2	Models
• 2.2.1	Model	basics	(equations,	etc.)
• 2.2.2	Forcing	field
• 2.2.3	Basin,	resolution,	and	boundary	conditions
• 2.2.4	Initial	conditions
• 2.2.5	Output	sampling	and	averaging
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Outline

• III.	Results
– 3.1	Main	run
• 3.1.1	Mean	state
• 3.1.2	Seasonal	variability	
• 3.1.3	Interannual variability

– 3.2	Sensitivity	to	winds	
– 3.3	Sensitivity	to	mixing	
– ...
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Outline

• IV.	Summary	and	discussion
– 4.1	Summary	
– 4.2	Discussion
• 4.2.1	Unresolved	issues	
• 4.2.2	Future	work

IV. Summary and discussion 
4.1  Summary 
4.2  Discussion 
  4.2.1  Unresolved issues 
  4.2.2  Future work 

!Note: Avoid ending a paper with a list of 
weaknesses of the research. 
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Step 2:  Using an outline (cont�d) 

Writing  Well  for Science 
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Recommended	order	for	writing	an	
original	manuscript

0.		Tables	and	Figures
1. Results
2. Methods
3. Introduction
4. Discussion
5. Conclusion
6. Abstract
Ø Contents
Ø Samples
Ø Tips
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How to find a strong title for your paper?

• A	strong	title	offers	two	things:
– 1)	the	topic	of	the	research;
– 2)	its	unique	identity	that	is	different	from	all	
other	papers	in	the	field.

• Test:	Does	it	stand	out	from	a	“google”	
search?
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How to find a strong title for your paper?

• Being	precise	(using	the	right	words	and	
appropriate	level	of	accuracy);

• Using	no	more	than	three	or	four	details;
• Avoiding	being	too	long;
• Avoiding	unfamiliar	abbreviations.

River plumes as a source of large-amplitude internal
waves in the coastal ocean
Jonathan D. Nash1 & James N. Moum1

Satellite images have long revealed the surface expression of large
amplitude internal waves that propagate along density interfaces
beneath the sea surface1–3. Internal waves are typically the most
energetic high-frequency events in the coastal ocean4–6, displacing
water parcels by up to 100m and generating strong currents and
turbulence7 that mix nutrients into near-surface waters for bio-
logical utilization. While internal waves are known to be gener-
ated by tidal currents over ocean-bottom topography8–13, they have
also been observed frequently in the absence of any apparent tide–
topography interactions1,7,14. Here we present repeated measure-
ments of velocity, density and acoustic backscatter across the
Columbia River plume front. These show how internal waves
can be generated from a river plume that flows as a gravity current
into the coastal ocean. We find that the convergence of horizontal
velocities at the plume front causes frontal growth and subsequent
displacement downward of near-surface waters. Individual freely
propagating waves are released from the river plume front when
the front’s propagation speed decreases below the wave speed in
the water ahead of it. This mechanism generates internal waves of
similar amplitude and steepness as internal waves from tide–
topography interactions observed elsewhere11, and is therefore
important to the understanding of coastal ocean mixing.
It is generally assumed that internal waves radiate from locations

where tidal currents flow over topographic features such as shelf-
breaks10, banks11 and sills12,13. In the last case, waves formed down-
stream of a sill are trapped to the topography when their wavespeed c
equals that of the opposing tidal flow u. They are released and
propagate upstream as free waves when u slackens below c (refs 8, 9,
15). The Froude number F ¼ u/c # 1 sets the criterion for free wave
propagation.
In the atmosphere, gravity currents16 are well-known to excite

large-amplitude waves. Perhaps the most famous is the ‘Morning
Glory’, a series of ,500-m amplitude undulations over the Gulf of
Carpenteria off northern Australia17,18. Wave generation from gravity
currents has also been observed in thunderstorm outflows19 and
mountain slope drainage winds20. However, the large scales of
atmospheric flows make it difficult to obtain the detailed measure-
ments necessary to show the process by which freely propagating
waves emerge from a gravity current. Although laboratory exper-
iments21,22 have helped to show this evolution, these experiments
were limited to small, sub-geophysical scales. Neither atmospheric
nor laboratory observations have clearly defined the criterion for
wave release.
Rivers issue into the coastal ocean as tidally modulated pulses of

fresh water that form positively buoyant gravity currents23. The
evolving properties of these gravity currents are determined by the
initial momentum at the river’s mouth, by interactions with coastal
currents and winds, and by the Earth’s rotation, which tends to turn
the current to the right in the Northern Hemisphere. These factors all

affect the location, propagation speed and sharpness of the gravity
current front.
Satellite images capture single snapshots of waves radiating from

the mouth of the Columbia River (Fig. 1; refs 1, 2). However, they
provide no information on the waves’ internal structure. Nor do they
show the sequence of events leading to their generation, since these
images are acquired infrequently (,1 per day). Our recent in situ
observations across a front at the northern edge of the tidally pulsing
Columbia River plume provide the necessary sequencing to clearly
define the condition for the formation of large-amplitude internal
waves from a gravity current. By analogy to topographic release of
waves from a sill, this condition is described in terms of a Froude
number.
Satellite sea surface temperature (SST) distinguishes the warm,

summertime plume from cold, recently upwelled coastal waters (Fig.
2a–c) on 23 July 2004. High tide coincided with the image shown in
Fig. 2a. Plume remnants from the previous tidal cycle’s discharge
appear in the offshore thermal structure. Ebb currents started to flow

LETTERS

Figure 1 | Synthetic aperture radar (SAR) image of the Columbia River
plume on 9 August 2002. Image indicates regions of enhanced surface
roughness associated with plume-front and internal wave velocity
convergences. Similar features appear in images during all summertime
months (April–October; see http://oceanweb.ocean.washington.edu/rise/
data.htm for more Columbia River plume images) and from other regions1,2.
SAR image courtesy of P. Orton, T. Sanders and D. Jay; image was processed
at the Alaska Satellite Facility, and is copyright Canadian Space Agency.
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Satellite Measurements Reveal
Persistent Small-Scale Features in

Ocean Winds
Dudley B. Chelton,1* Michael G. Schlax,1 Michael H. Freilich,1

Ralph F. Milliff2

Four-year averages of 25-kilometer-resolution measurements of near-surface
wind speed and direction over the global ocean from the QuikSCAT satellite
radar scatterometer reveal the existence of surprisingly persistent small-scale
features in the dynamically and thermodynamically important curl and diver-
gence of thewind stress. Air-sea interaction over sea surface temperature fronts
throughout the world ocean is evident in both the curl and divergence fields,
as are the influences of islands and coastal mountains. Ocean currents such as
the Gulf Stream generate distinctive patterns in the curl field. These previously
unresolved features have important implications for oceanographic and air-sea
interaction research.

The stress of the wind on the sea surface forces
upper-ocean currents in a nonintuitive manner.
Except near the equator, where the Coriolis
acceleration from Earth’s rotation vanishes,
ocean currents are dominated by a balance be-
tween the pressure gradient force and the Co-
riolis acceleration. A consequence of this quasi-
geostrophic balance is that ocean velocity is
very nearly horizontally nondivergent. The
ageostrophic motion by which the ocean adjusts
to wind forcing is governed by the conservation
of angular momentum, which implies that
ocean circulation is forced primarily by the curl
of the wind stress rather than by the wind stress
itself (1).

Above the marine atmospheric boundary
layer (MABL), which is generally confined
to within about 1000 m of the sea surface, the
wind field is also nearly geostrophic and
nondivergent. Within the MABL, however,
horizontal divergence (positive or negative,
the latter corresponding to convergence) can
develop and generate vertical motion in the
lower atmosphere (1). Although wind stress
divergence has little effect on ocean currents,
it is an unambiguous indicator of air-sea in-
teraction in regions of strong sea surface
temperature (SST) gradients (2–4). The air-
sea heat fluxes that give rise to divergence in
the MABL tend to reduce the SST gradients
(5).

Because of the paucity of direct observa-
tions over vast areas of the world ocean,
air-sea interaction and ocean circulation mod-

eling studies have relied primarily on wind
estimates from coarse-resolution numerical
weather prediction (NWP) models. Although
the computational grids of global NWP mod-
els presently have a spacing of about 50 km,
these models only resolve features in the
surface wind field with spatial scales longer
than about 500 km (6). Since July 1999, the
QuikSCAT satellite scatterometer has provid-
ed spatially extensive wind measurements
with more than an order of magnitude higher
resolution than is presently obtainable from
NWP models, and with much greater spatial
and temporal coverage than that obtained
from in situ observations or any previous
scatterometer missions (7). The small-scale
features in the wind field summarized here
from the QuikSCAT measurements cannot be
resolved by any other means.
Radar scatterometry. The SeaWinds

scatterometer on the QuikSCAT satellite is a
microwave radar launched and operated by
the U.S. National Aeronautics and Space Ad-
ministration (NASA). From 25-km measure-
ments across a 1600-km swath, QuikSCAT
samples more than 90% of the global ocean
every 24 hours. Although the QuikSCAT
coverage is impressive, the rapid evolution of
weather systems in most regions of the world
ocean can severely contaminate wind fields
constructed from QuikSCAT data with insuf-
ficient temporal averaging (8). Such contam-
ination is negligible in the 4-year averages
considered here.

In all but rainy conditions, scatterometers
infer the surface wind speed and direction at
a given location from radar backscatter mea-
surements of sea surface roughness obtained
at multiple azimuths as the satellite moves
along its orbit. Scatterometer wind retrievals

are accurate to better than 2 m s–1 in speed
and 20° in direction, which is essentially
equivalent to the accuracy of in situ point
measurements from buoys (9). Wind stress is
readily estimated from the QuikSCAT vector
wind retrievals (10).

To maximize spatial resolution, the wind
stress curl and divergence were calculated
from the QuikSCAT observations within
each measurement swath and averaged on a
global 1⁄4° grid over the 4-year period from
August 1999 to July 2003 (11). This swath-
by-swath averaging of the curl and diver-
gence at the maximum resolution of the
QuikSCAT data is crucial to resolving many
of the small-scale features discussed here
(12), revealing previously unknown struc-
tures in the time-averaged wind stress field.
Large-scale features. In the 4-year aver-

age wind stress divergence field (top panels
of Fig. 1 and fig. S1), the well-known Inter-
tropical Convergence Zone (ITCZ) is evident
across most of the Pacific between about 5°N
and 10°N, where the northeast and southeast
trade winds converge (13). Weaker ITCZs
span the Atlantic and Indian Oceans. Else-
where, the wind stress field is essentially
nondivergent on large scales.

In contrast, there is significant large-
scale wind stress curl throughout much of
the world ocean (bottom panels of Fig. 1
and fig. S1). Latitudinal shears between the
easterly trade winds, the midlatitude west-
erlies, and the polar easterlies result in
large-scale curl patterns that are generally
well represented in NWP models (Fig. 2
and fig. S4). These curls drive the large-
scale ocean gyres and their associated in-
tense western boundary currents (1).

Narrow bands of cyclonic curl (positive
and negative in the Northern and Southern
Hemispheres, respectively) with large along-
shore scales adjacent to the western coast-
lines of continents play an important role in
the dynamics of oceanic poleward counter-
currents and undercurrents along these
boundaries (14). The detailed structures and
evolutions of these nearshore curl features are
poorly resolved by historical ship observa-
tions (15) and are inaccurately represented in
global NWP models (16).

The small-scale structures in the curl field
that are of primary interest here are obscured
in many regions by the large-scale patterns.
Spatial high-pass filtering to remove features
with wavelengths longer than 30° of longi-
tude and 10° of latitude exposes a wealth of
persistent small-scale features (Fig. 3 and fig.
S2). Because the large-scale wind field is
nearly nondivergent (except for the ITCZ),
this filtering has little effect on the wind
stress divergence (fig. S2).

1College of Oceanic and Atmospheric Sciences, 104
Ocean Administration Building, Oregon State Univer-
sity, Corvallis OR 97331–5503, USA. 2Colorado Re-
search Associates Division, Northwest Research Asso-
ciates, 3380 Mitchell Lane, Boulder, CO 80301, USA.
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those density layers from lighted surface waters.
Thus, elemental constituents locked into eddies by
efficient remineralization are exported but not ef-
fectively sequestered on annual time scales, because
they reside immediately below the euphotic zone.
Nonetheless, if eddies function as selective silica
pumps (14), these sub-euphotic waters will be dis-
proportionately depleted in silicic acid. To the extent
that Si-limitation modulates diatom growth and
biomass accumulation, one long-term consequence
of repeated nutrient entrainment by wind-driven
eddies may be to reduce diatom response, further
complicating explanations of how these features
affect open-ocean biogeochemistry.
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Eddy/Wind Interactions Stimulate
Extraordinary Mid-Ocean
Plankton Blooms
Dennis J. McGillicuddy Jr.,1* Laurence A. Anderson,1 Nicholas R. Bates,2 Thomas Bibby,3,4
Ken O. Buesseler,1 Craig A. Carlson,5 Cabell S. Davis,1 Courtney Ewart,5 Paul G. Falkowski,3
Sarah A. Goldthwait,6,7 Dennis A. Hansell,8 William J. Jenkins,1 Rodney Johnson,2
Valery K. Kosnyrev,1 James R. Ledwell,1 Qian P. Li,8 David A. Siegel,5 Deborah K. Steinberg6

Episodic eddy-driven upwelling may supply a significant fraction of the nutrients required to
sustain primary productivity of the subtropical ocean. New observations in the northwest Atlantic
reveal that, although plankton blooms occur in both cyclones and mode-water eddies, the
biological responses differ. Mode-water eddies can generate extraordinary diatom biomass and
primary production at depth, relative to the time series near Bermuda. These blooms are sustained
by eddy/wind interactions, which amplify the eddy-induced upwelling. In contrast, eddy/wind
interactions dampen eddy-induced upwelling in cyclones. Carbon export inferred from oxygen
anomalies in eddy cores is one to three times as much as annual new production for the region.

Understanding the controls on primary
production in the upper ocean is of fun-
damental importance for two main rea-

sons. First, primary productivity sets a first-order

constraint on the energy available to sustain
oceanic ecosystems. Second, fixation and subse-
quent sinking of organic particles remove carbon
from the surface ocean (the so-called biological

Fig. 3. Diatom biomass in the DCM. (A) Diatom
biomass versus depth (mg C l−1) during the decline
of a diatom bloom; t = 0 (solid circles) denotes the
first sampling of the bloom. Repeated samplings on
days 3 and 8 after the initial encounter depicted by
solid squares and diamonds, respectively. For
comparison, the OUT station is also shown (crosses).
(B) An epifluorescent image of the phytoplankton
population within the DCM at the OUT station. (C
and D) Epifluorescent images of the phytoplankton
population within the DCM at the center of Cyclone
Opal during the initial sampling [t = 0 day (C)] and
8 days later [t = 8 days (D)] during the bloom
decline. Images were taken of slides viewed at
200× magnification, and each image represents
>8 mm cells from 500 ml of preserved seawater
(9). The red color reflects chlorophyll autofluores-
cence. Note the transition in diatom species from
large centric genera (Rhizosolenia and Chaetoceros)
to smaller genera (for example, Mastogloia).

www.sciencemag.org SCIENCE VOL 316 18 MAY 2007 1021
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Tables	and	Figures

• They	are	the	foundation	of	your	story!

• Editors,	reviewers,	and	readers	may	look	first	
(and	maybe	only)	at	titles,	abstracts,	and	
tables	and	figures!

• Figures	and	tables	should	stand	alone	and	tell	
a	complete	story.	The	reader	should	not	need	
to	refer	back	to	the	main	text.
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Tips	on	Tables	and	Figures

• Use	the	fewest	figures	and	tables	needed	to	
tell	the	story.

• Do	not	present	the	same	data	in	both	a	figure	
and	a	table.

->	Choose	Figure	or	Table
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Tables	vs.	Figures

• Figures
– Visual	impact
– Show	trends	and	patterns	
– Tell	a	quick	story
– Tell	the	whole	story
– Highlight	a	particular	result

• Tables
– Give	precise	values
– Display	many	values/variables
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Table	Title

• Identify	the	specific	topic	or	point	of	the	table.
• Use	the	same	key	terms	in	the	table	title,	the	
column	headings,	and	the	text	of	the	paper

• Keep	it	brief!
• Example:	“Descriptive	characteristics	of	the	
two	treatment	groups,	means	± SD	or	N	(%)”
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Table	Format
• Model	your	tables	from	already	published	tables!	
Don’t	re-invent	the	wheel!!

• Most	journals	use	three	horizontal	lines:	one	
above	the	column	headings,	one	below	the	
column	headings,	and	one	below	the	data

• Use	footnotes
– to	explain	statistically	significant	differences:
e.g.,	*p<.01	vs.	control	by	ANOVA

– to	explain	experimental	details	or	abbreviations:	
e.g.,	EDI	is	the	Eating	Disorder	Inventory	(reference);
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Example	tableExample table:
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).
Characteristic Bad Witches Good Witches 

N 13 12
Age (yrs) 45 ± 5 36 ± 6*
Female 11 (85%) 10 (83%)
BMI (kg/m2) 21 ± 6 23 ± 3
Systolic BP (mmHg) 140 ± 10 120 ± 9*

Exercise (min/day) 30 ± 20 60 ± 30*
Employment status

Unemployed 4 (31%) 0 (0%)
Part time 3 (23%) 4 (33%)
Full time 6 (46%) 8 (66%)

Smoker (yes/no) 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.

Three 
horizontal 
lines

Three	
horizontal	
lines

From	“writing in the sciences” by Dr. Kristin Sainani
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Example	tableExample table:
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).
Characteristic Bad Witches Good Witches 

N 13 12
Age (yrs) 45 ± 5 36 ± 6*
Female 11 (85%) 10 (83%)
BMI (kg/m2) 21 ± 6 23 ± 3
Systolic BP (mmHg) 140 ± 10 120 ± 9*

Exercise (min/day) 30 ± 20 60 ± 30*
Employment status

Unemployed 4 (31%) 0 (0%)
Part time 3 (23%) 4 (33%)
Full time 6 (46%) 8 (66%)

Smoker (yes/no) 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.
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What	NOT	to	do!What not to do!
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).

Characteristic Bad Witches Good Witches 

N 13 12
Age (yrs) 45 ± 5 36 ± 6*
Female 11 (85%) 10 (83%)
BMI (kg/m2) 21 ± 6 23 ± 3
Systolic BP (mmHg) 140 ± 10 120 ± 9*

Exercise (min/day) 30 ± 20 60 ± 30*
Employment status

Unemployed 4 (31%) 0 (0%)
Part time 3 (23%) 4 (33%)
Full time 6 (46%) 8 (66%)

Smoker (yes/no) 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.

Remove grid 
lines!

Remove	grid	
lines!
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What	NOT	to	do!

Make	sure	
everything	lines	
up	and	looks	
professional!

What not to do!
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).

Characteristic Bad Witches Good Witches 

N 13 12
age (yrs) 45 ± 5 36 ± 6*
female 11 (85%) 10 (83%)
BMI (kg/m2) 21 ± 6 23 ± 3

Systolic BP  (mmHg) 140 ± 10 120 ± 9*

Exercise (min/day) 30 ± 20 60 ± 30*
Employment status

Unemployed 4 (31%) 0 (0%)
Part time 3 (23%) 4 (33%)
Full time 6 (46%) 8 (66%)

Smoker (yes/no) 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.

Make sure 
everything lines 
up and looks 
professional!
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What	NOT	to	do!

Use	a	
reasonable	
number	of	
significant	
figures

What not to do!
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).

Characteristic Bad Witches Good Witches 

N 13 12
Age (yrs) 45.076 ± 5.032 36.007 ± 6.032*
Female 11 (85%) 10 (83%)
BMI (kg/m2) 21.223 ± 6.332 23.331 ± 3.333
Systolic BP (mmHg) 140.23 ± 10.23 120.23 ± 9.23*

Exercise (min/day) 30.244 ± 20.345 60.123 ± 30.32*
Employment status

Unemployed 4 (31%) 0 (0%)
Part time 3 (23%) 4 (33%)
Full time 6 (46%) 8 (66%)

Smoker (yes/no) 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.

Use a 
reasonable 
number of 
significant 
figures.
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What	NOT	to	do!

Give	units!

What not to do!
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).

Characteristic Bad Witches Good Witches 

N 13 12

age 45 ± 5 36 ± 6*

female 11 (85%) 10 (83%)

BMI 21 ± 6 23 ± 3

Systolic BP 140 ± 10 120 ± 9*

Exercise 30 ± 20 60 ± 30*

Employment status

Unemployed 4 (31%) 0 (0%)

Part time 3 (23%) 4 (33%)

Full time 6 (46%) 8 (66%)

Smoking 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.

Give units!
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What	NOT	to	do!
Omit	unnecessary	columns!
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Types	of	Figures
1. Primary evidence
– Photographs, maps, raw picture data
– Indicates data qualitatively
– “Seeing is believing”

2. Graphs
– Line graphs, bar graphs, scatter plots, histograms,

boxplots, vector arrows, etc…
3. Drawings and diagrams
– Illustrate and experimental setup or work flow
– Illustrate cause and effect relationship or cycles
– Give a hypothetical model
– Cartoons
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Figure	Legends/Caption

May contain:
• Brief title
• Essential experimental details
• Definitions of symbols or line/bar patterns
• Explanation of panels (a, b, c, d…)
• Statistical information (tests used, p-values)

**	Allows the figure to stand alone!
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Example	Legend
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Primary	Evidence:	photograph

River plumes as a source of large-amplitude internal
waves in the coastal ocean
Jonathan D. Nash1 & James N. Moum1

Satellite images have long revealed the surface expression of large
amplitude internal waves that propagate along density interfaces
beneath the sea surface1–3. Internal waves are typically the most
energetic high-frequency events in the coastal ocean4–6, displacing
water parcels by up to 100m and generating strong currents and
turbulence7 that mix nutrients into near-surface waters for bio-
logical utilization. While internal waves are known to be gener-
ated by tidal currents over ocean-bottom topography8–13, they have
also been observed frequently in the absence of any apparent tide–
topography interactions1,7,14. Here we present repeated measure-
ments of velocity, density and acoustic backscatter across the
Columbia River plume front. These show how internal waves
can be generated from a river plume that flows as a gravity current
into the coastal ocean. We find that the convergence of horizontal
velocities at the plume front causes frontal growth and subsequent
displacement downward of near-surface waters. Individual freely
propagating waves are released from the river plume front when
the front’s propagation speed decreases below the wave speed in
the water ahead of it. This mechanism generates internal waves of
similar amplitude and steepness as internal waves from tide–
topography interactions observed elsewhere11, and is therefore
important to the understanding of coastal ocean mixing.
It is generally assumed that internal waves radiate from locations

where tidal currents flow over topographic features such as shelf-
breaks10, banks11 and sills12,13. In the last case, waves formed down-
stream of a sill are trapped to the topography when their wavespeed c
equals that of the opposing tidal flow u. They are released and
propagate upstream as free waves when u slackens below c (refs 8, 9,
15). The Froude number F ¼ u/c # 1 sets the criterion for free wave
propagation.
In the atmosphere, gravity currents16 are well-known to excite

large-amplitude waves. Perhaps the most famous is the ‘Morning
Glory’, a series of ,500-m amplitude undulations over the Gulf of
Carpenteria off northern Australia17,18. Wave generation from gravity
currents has also been observed in thunderstorm outflows19 and
mountain slope drainage winds20. However, the large scales of
atmospheric flows make it difficult to obtain the detailed measure-
ments necessary to show the process by which freely propagating
waves emerge from a gravity current. Although laboratory exper-
iments21,22 have helped to show this evolution, these experiments
were limited to small, sub-geophysical scales. Neither atmospheric
nor laboratory observations have clearly defined the criterion for
wave release.
Rivers issue into the coastal ocean as tidally modulated pulses of

fresh water that form positively buoyant gravity currents23. The
evolving properties of these gravity currents are determined by the
initial momentum at the river’s mouth, by interactions with coastal
currents and winds, and by the Earth’s rotation, which tends to turn
the current to the right in the Northern Hemisphere. These factors all

affect the location, propagation speed and sharpness of the gravity
current front.
Satellite images capture single snapshots of waves radiating from

the mouth of the Columbia River (Fig. 1; refs 1, 2). However, they
provide no information on the waves’ internal structure. Nor do they
show the sequence of events leading to their generation, since these
images are acquired infrequently (,1 per day). Our recent in situ
observations across a front at the northern edge of the tidally pulsing
Columbia River plume provide the necessary sequencing to clearly
define the condition for the formation of large-amplitude internal
waves from a gravity current. By analogy to topographic release of
waves from a sill, this condition is described in terms of a Froude
number.
Satellite sea surface temperature (SST) distinguishes the warm,

summertime plume from cold, recently upwelled coastal waters (Fig.
2a–c) on 23 July 2004. High tide coincided with the image shown in
Fig. 2a. Plume remnants from the previous tidal cycle’s discharge
appear in the offshore thermal structure. Ebb currents started to flow

LETTERS

Figure 1 | Synthetic aperture radar (SAR) image of the Columbia River
plume on 9 August 2002. Image indicates regions of enhanced surface
roughness associated with plume-front and internal wave velocity
convergences. Similar features appear in images during all summertime
months (April–October; see http://oceanweb.ocean.washington.edu/rise/
data.htm for more Columbia River plume images) and from other regions1,2.
SAR image courtesy of P. Orton, T. Sanders and D. Jay; image was processed
at the Alaska Satellite Facility, and is copyright Canadian Space Agency.

1College of Oceanic and Atmospheric Sciences, Oregon State University, 104 COAS Admin Bldg, Oregon State University, Corvallis, Oregon 97331, USA.

Vol 437|15 September 2005|doi:10.1038/nature03936
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© 2005 Nature Publishing Group 
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Primary	Evidence:	photograph
Buoyant gravity currents along a sloping bottom 261

t = 20 s

(a)

t = 40 s

(b)

t = 60 s t = 120 s

t = 150 s t = 320 s

Figure 5. Examples of two laboratory runs, (a) run 16 cw/c↵ = 0.17 and (b) run 4 cw/c↵ = 13, at
three times after the source was turned on. The lower panels include some of the surface particle
tracks. The background grid has 10 cm spacing.

While it seems reasonable that the alongshore structure scales with Wp, this is not an
explicit assumption of the scaling development.

Characteristics near the source varied. For cw/c↵ > 1 a recirculating bulge often
developed near the source (run 4, figure 5b). The presence and structure of the
recirculating bulge depends in part on the location of the source. Runs 2 and 3 were
nearly identical (table 2) except that the source was near the water’s edge in run 2
and about 15 cm o↵shore in run 3. A bulge developed near the source in run 3 but
not in run 2. However, downstream of the source di↵erences in the gravity current
images and characteristics for the two runs were small. This suggests that the bulge
caused little alteration of the gravity current transport or density. Water samples
from the gravity current were taken during most runs to determine the density of
the plume (⇢p). Densities in the gravity current were similar to the source values,
(⇢p �⇢s)/(⇢o �⇢p) < 0.4 and typically < 0.1, indicating there was little mixing with the
ambient water. The higher values of (⇢p �⇢s)/(⇢o �⇢p) occurred for smaller values of
cw/c↵ (i.e. surface-trapped gravity currents). Whether this has to do with conditions
at the source, the proximity of the density samples to the foot of the front, or implies
surface-trapped gravity currents entrain more than slope-controlled gravity currents
is unclear. Thus, while the near-field region of the source shows interesting variations,
it does not appear to have a substantial influence on the downstream characteristics

Lentz	and	Helfrich 2002	JFM
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Primary	Evidence:	Data

where t! is the wind stress vector, t̂ is a unit vector tangent
to the local coastline (obtained by fitting a straight line
through a 50-km section of a coastline centered at the
coastal point), r is the density of seawater (1024 kg m!3)
and f is the Coriolis parameter.
[8] The Ekman pumping velocity, w (m s!1), was calcu-

lated from [Smith, 1968]

w ¼ k̂ :r# t!

rf
ð2Þ

where k̂ is a unit vector in the local vertical direction. The
wind stress curl field was derived by first-order differencing
the wind stress field. The Ekman pumping velocities were
then integrated out to 200-km offshore (approximately the
distance offshore where the negative wind stress curl
extends) in order to obtain a vertical transport at every
coastal grid point (m3 s!1 per meter of coast) that could be
compared with the Ekman transport obtained by (1).
[9] By integrating both the Ekman transport and the

Ekman pumping estimates along the coast, an estimation
of the net upwelling in the region was obtained.
[10] Unfortunately, there is a gap in the scatterometer

measurements within about 30 km of the coast because of
land contamination in the radar antenna sidelobes. Since the
predominant winds in the study region around Cabo Frio are
from the northeast, and the wind stress curl is generally
negative, the 30-km region experiences weaker winds on

average. This is supported by wind measurements obtained
by a research cruise during 1971 [Ikeda et al., 1974]. When
this is true, equations (1) and (2) will provide an overesti-
mation of the Ekman transport, and an underestimation of
the Ekman pumping.

3. Seasonal Variability of the Wind Stress and
Wind Stress Curl Fields

[11] The summer- and winter-averaged wind stress is
shown on Figure 2. The wind stress maximum during
summer occurs just southeast of Cabo Frio. To the north
of Cabo de São Tomé, winds are slightly directed onshore.
Although there is considerable spatial variability in the
offshore region, winds close to the coast between Vitória
and Cabo de São Tomé are less spatially variable, with
weaker magnitudes compared to offshore. To the southwest
of Cabo Frio, winds are weaker, but are more closely
aligned with the coastline orientation. During winter, north-
easterly winds decrease in magnitude in the whole region,
and are more directed onshore in the north, consistent with
observations that upwelling is diminished during this period.
[12] The wind stress curl field also has strong seasonal

variability (Figure 3), although negative values are found
year-round in a band extending 150–250 km from the coast.
Offshore values are generally positive and small. Maximum
negative curl (upwelling favorable) close to the coast occurs
during summer, extending all the way from just north of
Vitória to São Sebastião Island (SSB). Note that this is
approximately the same region with the coldest water
apparent in Figure 1.
[13] The wind stress curl strongly diminishes during fall,

being at its annual minimum. Winter is characterized by
increased curl to the southwest of Cabo Frio, but with little
intensification to the north. Intensification of wind stress
curl in the north occurs during spring. The extent of the
region occupied by negative wind stress curl during spring
is roughly the same size as during summer, although with
weaker magnitudes. The regions to the north of Vitória or to
the south of SSB are characterized by weak wind stress curl
during all seasons.

4. Ekman Transport and Ekman Pumping

[14] In order to quantify the relative importance of
upwelling driven by coastal divergence (Ekman transport)

Figure 1. SST from the GOES 10–12 satellite averaged
over 7 days (25–31) during January (austral summer),
2004, showing coastal upwelling near Cabo Frio. Clouds
are marked in white. IC, Ilha Comprida; SSB, São Sebastião
Island; CF, Cabo Frio; CST, Cabo de São Tomé; V, Vitória;
CA, Caravelas.

Figure 2. QuikSCAT summer and winter (2000–2004) vector average wind stress and vector magnitudes (N m!2). Every
second vector is shown. See Figure 1 for acronyms.

L03602 CASTELAO AND BARTH: CURL-DRIVEN UPWELLING AROUND CABO FRIO L03602

2 of 4

Castelao 2008	JGR
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immediately frozen and stored in liquid nitrogen prior to
analysis in the laboratory. These samples were later
analyzed using a Turner fluorometer fitted with a red
sensitive photomultiplier (Parsons et al. 1984).

Results

Surface distribution of nutrients—Surface nutrient concen-
trations from the underway stations (P3–P8 in Leg 1 and U1–
U9 in Leg 2, Fig. 1) demonstrated a significant gradient inside

the PRE. Moreover, the nutrient distribution along salinity
gradients did not display a significant difference during the
different sampling periods of Legs 1 and 2. For example, DIN
ranged from , 100 mmol L21 at near null salinity to , 8.0–
15.5 mmol L21 at the estuary mouth, and Si(OH)4 decreased
from , 135–145 mmol L21 to , 8.8–11.5 mmol L21 (Fig. 2).
Meanwhile, DIP ranged from , 0.95 to , 0.04 mmol L21

along the salinity gradient during Leg 1, decreasing signifi-
cantly toward the estuary mouth (Fig. 2). Unfortunately,
underway DIP values during Leg 2 were not available.

Fig. 3. Transectional distribution of T (uC), S, DIN (mmol L21), DIP (mmol L21), Si(OH)4 (mmol L21), and Chl a (mg m23) in
Transects 2 and 5 on the northern South China Sea shelf in summer 2008. The distributions of T and S in Transect 5 were redrawn from
Shu et al. (2011a).

490 Han et al.

Han	et	al.,	2012	LO
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Graphs

• line	graphs
• scatter	plots
• bar	graphs
• histograms
• box	plots
• vector arrows
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Line	graphs

*Used	to	show	trends	over	time,	age,	or	dose	
(can	display	group	means	or	individuals)
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Line	Graphs
Line graph

Kizil C, Brand M (2011) Cerebroventricular Microinjection (CVMI) into Adult Zebrafish Brain Is an Efficient 
Misexpression Method for Forebrain Ventricular Cells. PLoS ONE 6(11): e27395. 
doi:10.1371/journal.pone.0027395
http://www.plosone.org/article/info:doi/10.1371/journal.pone.0027395
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Bar	Graphs

*Used	to	compare	groups	at	one	time	point	
*Tells	a	quick	visual	story
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Bar graph
Bar graph

� Figure 6. Incorporation of E. coli-derived 15N by leaves of tomato plants.

Paungfoo-Lonhienne C, Rentsch D, Robatzek S, Webb RI, et al. (2010) Turning the Table: Plants 
Consume Microbes as a Source of Nutrients. PLoS ONE 5(7): e11915. 
doi:10.1371/journal.pone.0011915
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Bar graph

Figure 3. Degree-concentration correlation for E. coli metabolites (P<.01, Kruskal-Wallis test).

Zhu Q, Qin T, Jiang Y-Y, Ji C, et al. (2011) Chemical Basis of Metabolic Network Organization. PLoS Comput Biol 7(10): e1002214. 
doi:10.1371/journal.pcbi.1002214
http://www.ploscompbiol.org/article/info:doi/10.1371/journal.pcbi.1002214

Bar graph
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station (south Florida), the values for July and August of
2003 are 0.1–0.15 m lower than that monthly historical
mean.

3.4. Temperature Time Series

[20] Time series of near-surface seawater temperature
anomalies were constructed from the NDBC buoy and
CMAN station records. The temperature anomaly (2003
data minus long-term time series mean for that date) at each
station is presented in Figure 7. Anomalously cool near-
surface water was observed at the midshelf station off
Georgia (41008 buoy) from early July to mid-August. The
other nearby station (SABSOON tower R2) was not oper-
ational during the summer period. Anomalously cool water
was also observed from mid-July to the end of August on
the outer shelf off NE Florida (41012 buoy). The station on
the outer shelf off South Carolina (41004 buoy) recorded
small negative anomalies (less than 1!C) during short
periods, but remained at near-normal values for most of
the study period. The NDBC buoy near Cape Canaveral
(41009) recorded large negative temperature anomalies in
mid-August. The CMAN stations south of Cape Canaveral
(Lake Worth, Fowey Rocks, Molasses Reef, Sand Key)
remained at near-normal levels during the entire period, as
did the NDBC buoys located in the open ocean (41010,
41002, and 41001). The stations in the northern SAB and
southern Mid-Atlantic Bight (MAB, north of Cape Hatteras)
recorded large negative temperature anomalies (2!–4!C)
during most of the summer.
[21] Bottom temperature time series for the SAB was

collected at the R2 tower location (Figure 8). The data for
spring (up to mid-June) was collected by the near-bottom
SABSOON package, while the data from mid-June to the
end of July was recorded by a temporary mooring. The
bottom temperature data were compared to the mean for
the R2 bottom temperature time series (average time series
of available data during the period 1999–2004). A signif-

icant decrease in bottom temperature below the mean was
evident in mid-June and persisted through July. The mag-
nitude of the anomaly in the bottom temperature was around
4!C, and reached 7!C by late July.

3.5. General Hydrographic Characteristics

[22] The general mass field in the central SAB off
Georgia was repeatedly observed in the set of hydrographic
survey cruises from mid-April to the end of August
(Figure 2). The evolution of the temperature structure is
presented in Figure 9. The progressive warming of the
surface layer of the shelf from spring into summer is
evident, along with continuing cooling of the bottom layer
in the mid and outer shelf starting in mid-June. The early
August transect showed the partial breakdown of thermal
stratification in the nearshore region. Seaward of the 20 m
isobath, there was a strong thermocline with temperature
gradients of approximately 1!C m!1 off Georgia and
2!C m!1 off NE Florida (August 18 transect). These
gradients are significantly greater than those reported for
previous intrusions off NE Florida [Atkinson et al., 1987].
[23] Figure 10 shows the evolution of the salinity field on

the same transects during the spring and summer of 2003.
Low-salinity waters present during April and May resulted
from the peak in river discharge (Figure 3). While the
salinity structure during April was mostly unstratified,
starting in May a surface low-salinity layer overlying more
saline near-bottom water was present over the inner and mid
shelf. Because of tidal mixing in the estuarine and nearshore
regions of the SAB (the tidal range is 2–2.5 m along the
Georgia and South Carolina coasts [Blanton et al., 2004]),
freshwater input from the rivers along the SAB coast
typically is mixed into a nearshore, low-salinity band, often
referred to as the ‘‘coastal frontal zone’’ [Blanton, 1981].
When winds are from the north to northeast, as is typical of
much of the winter to late spring [Weber and Blanton,
1980], the low-salinity water tends to be confined to the

Figure 5. Histograms of wind direction for 2003 and the
previous years (1988–1992, 1997–2002) for the month of
July at buoy 41008 (Gray’s Reef). The thick dashed line
represents the upwelling-favorable direction.

Figure 6. Coastal water level anomaly (30 day low-pass
filtered) during the summer months of 2003 for five NOS
stations (VK, Virginia Key; TP, Trident Point; FP, Fort
Pulasky; SP, Springmaid Pier; CH, Cape Hatteras).

C06007 ARETXABALETA ET AL.: SAB SUMMER 2003 UPWELLING
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Aretxabaleta et	al.,	2006	JGR
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Scatter	plots

*Used	to	show	relationships	between	two	
variables	(particularly	linear	correlation)
*Allows	reader	to	see	individual	data	
points=more	information!
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Figure 4. Scatter plot for the expression levels of CD44 vs. the mesenchymal 
transition metagene.

Cheng W-Y, Kandel JJ, Yamashiro DJ, Canoll P, et al. (2012) A Multi-Cancer Mesenchymal Transition Gene Expression Signature Is 
Associated with Prolonged Time to Recurrence in Glioblastoma. PLoS ONE 7(4): e34705. doi:10.1371/journal.pone.0034705
http://www.plosone.org/article/info:doi/10.1371/journal.pone.0034705
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Linear	regression
12,734 STRUB ET AL.: TOPEX VELOCITIES-ACCURACY AND ALONG-TRACK RESOLUTION 
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Figure 3. Scatterplots of ADCP versus TOPEX velocity components for the 13 months of data: (a) ,u,, 
(b) v, (c) Vca, (d) Vca. Units are in centimeters per second. Correlations are shown in the upper left for 
the data in each panel. 

100-m ADCP values of -6 and - 17 cm 2 s -2 for the 1-year 
period (the altimeter's value changes very little between the 
1-year and 18-month period). This provides evidence that 
the TOPEX velocities are more representative of spatially 
averaged currents, eliminating small-scale variability. 

The rms differences between TOPEX velocity anomalies 
and those from the individual 100-m central and southern 
mooring velocities are 7-8 cm s -1 (Table 2b), similar to the 
difference between TOPEX and ADCP (48 and 100 m) ve- 
locity anomalies. Velocities from the northern and western 
mooring produce slightly higher values. The rms differ- 
ences between the velocity anomaly components from the 
central mooring and the surrounding moorings, separated by 
15 km, are 5-7 cm s -• (Table 2c), revealing that the degree 
of small-scale variability in the oceanic velocity field at this 
location is nearly as large as the rms difference between the 

TOPEX and ADCP velocities. On the smallest scales, the 
rms difference between the 100-m ADCP bin and the cen- 
tral VACM (separated by 2 km) is 3-4 cm s -1. We take 
this to be the level of measured velocity "noise", caused by 
aliasing of internal waves by the ADCP's burst sampling, 
very small-scale currents, etc. 

As a result of these comparisons, we attribute the 7- 
8 cm s -1 rms differences between the altimeter and the 
ADCP velocities (at both 48 and 100 m) to contributions 
of 5-7 cm s -1 rms from natural, small-scale, horizontal 
variability, 5 cm s -1 from vertical shears, and 3-4 cm s -1 
from other unresolved sources and current meter noise. This 
apportioning accounts for the complete magnitude of the 
difference between the altimeter and current measurements 
and suggests that the altimeter error is no greater than the 
3-4 cm s -1 difference between current meters separated by 

Strub et	al.	1997	JGR
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Comparison	between	theories	and	observationsFL47CH23-Horner-Devine ARI 21 November 2014 8:2
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α: Columbia River (Horner-Devine 2009)
α: Hudson River (Chant et al. 2008)
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Figure 3
Comparison of theoretical predictions for the coastal current transport from Equation 9 (Nof & Pichevin
2001) with numerical (Fong & Geyer 2002), experimental (Horner-Devine et al. 2006), and field
observational (Chant et al. 2008, Horner-Devine 2009) estimates. Note that the abscissa is Ro for the
laboratory and model data and α for the theory and field data. These correspond to estimates of the
normalized vorticity at the inflow and in the bulge, respectively.

and creates a convergent, onshore flow. However, for a plume in which the pycnocline intersects
a significant stretch of the seafloor, wind forcing is more complicated. For an unstratified shelf,
the convergence or divergence of the Ekman transport at the coast will cause a setup or setdown
of the sea level, which in turn will drive geostrophic alongshore currents in the same direction as
the alongshore wind stress (e.g., Csanady 1977). Buoyancy-driven coastal currents will respond
to the wind in the same way, with two notable modifications. First, the buoyancy-driven flow will
be superimposed on the wind-driven currents, such that an upcoast wind will only drive upcoast
currents if it can overpower the buoyancy-driven flow (Zhang & Hetland 2012). Second, the
cross-shore density structure must evolve in response to the wind stress such that it is also in
geostrophic balance with the wind-driven currents (Whitney & Garvine 2005, Zhang 2013).

4.5. Modification of Transport by Other Processes
Although the bulge flow described in Section 4.3 provides a useful baseline for understanding
plume transport and presents a good target for analytical modeling, it is applicable only a fraction
of the time in real plumes due to coastline geometry, ambient currents, tides, and winds that often
dominate plume transport (e.g., Kudela et al. 2010).

When the inflow angle θi is reduced below 90◦, the inflow contributes momentum in the
alongshore direction that can act to balance the flux of momentum into the coastal current (M i ∼
M cc). Thus, the offshore expansion and Coriolis term decrease, and more fluid is transported away

582 Horner-Devine · Hetland · MacDonald
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Lines can draw your eyes!
Lines can draw your eye!
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Lines can draw your eyes!
Lines can draw your eye!
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Tips	for	graphs

• Tell	a	quick	visual	story
• Keep	it	simple!
• Make	it	easy	to	distinguish	groups	(e.g.,	
triangles	vs.	circles	vs.	squares	is	not	easy!)

• If	it’s	too	complex,	maybe	it	belongs	in	a	table
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Drawing and Diagrams

• Illustrate and experimental setup or work
flow

• Illustrate cause and effect relationship or
cycles

• Give a hypothetical model
• Cartoons



!

Difference between Primary Evidence
and Drawings

154 ILLUSTRATION: THE MESHING OF WORDS WITH PICTURES 

Figure 10-6. Nuclear fusion experiment at Sandia National Labo-
ratories. Here, an accelerator focuses lithium ions 
onto deuterium-tritium pellets to produce nuclear 
fusion [VanDevender, 1985]. 

a photograph cannot do. Don't assume, however, that the 
photograph is without value. As stated earlier, a photo-
graph of a test facility makes it clear to the reader that the 
facility does, in fact, exist. 

Besides allowing you unusual perspectives such as 
cutaway, exploded, or inset, drawings permit you to cap-
ture events that cannot be photographed. Figure 10-8, for 
example, shows a futuristic perspective of a satellite 
shooting a temperature probe into a passing comet. This 
drawing appeared in a proposal that requested funds to 
perform this experiment. 

Making the Right Choices 155 

Figure 10-7. Cutaway view of a nuclear fusion experiment at 
Sandia National Laboratories [VanDevender, 1985]. 

Figure 10-8. Futuristic drawing of a satellite shooting a tempera-
ture probe into a passing comet [Young, 1985]. 

You	can	control	the	amount	of	precision:
• Delete cranes	and	wiring
• Present an	unusual	perspective	(a

cutaway)	that	captures	the	inner	detail	of	
this	experiment

Makes	it	clear	to	the	reader	that	the	
facility	does,	in	fact,	exist.
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Study	area	(map)

Chesapeake Bay and Cape Hatteras), it is reasonable to
assume that less than 10% of the available observations in
the NODC archives for the MAB were collected in the
central part of the Bight (between Hudson Shelf Valley and
Chesapeake Bay). The central MAB is, therefore, a rela-
tively under sampled region, at least concerning the readily
available observations from the NODC archives. There are,
however, important differences between the central and the
northern MAB, including the coastline orientation, which
enhances the coastal upwelling response to summertime
southerly winds in the central MAB, and the proximity of
the Hudson River outflow, which delivers large amounts of
freshwater to the central MAB with no equivalent in the
northern MAB. Mountain [2003] used bulk shelf water
properties to find a significant salinity seasonal cycle in the
central MAB, but not in the New England shelf. Observa-
tions indicate that interannual variability in salinity on the
New England shelf over shadows the seasonal variability.
Characterizing the differences in the seasonal evolution of
the fields in the central MAB compared to the more studied
northern MAB is important, because both temperature and
salinity contribute to the structure of the density field which
plays a critical role in the dynamics of shelf circulation [e.g.,
Chapman and Lentz, 1994; Shearman and Lentz, 2003;
Lentz, 2008a].
[5] Most of the previous studies on the MAB were based

on mooring observations (which are great to address the

longer‐term statistics but provide limited information on
spatial scales), on intense hydrographic surveys (which
often resolve the spatial structure but are subject to the
question of how representative such short‐term observations
are [Linder and Gawarkiewicz, 1998]), or on climatologies
(which are great to describe mean patterns but are also
characterized by some degree of smoothing). Here, we use
four years of quasi‐synoptic, very high‐resolution glider
observations to investigate seasonal and interannual vari-
ability of temperature, salinity and density in the central
MAB. The glider measurements are comprised of a total of
80552 hydrographic profiles, greatly increasing the number
of observations in this relatively under sampled region.

2. Field Observations and Processing

[6] Repeated surveys of water over the shelf off New
Jersey using autonomous underwater gliders begun in
October 2003 as part of the ongoing Rutgers University
Glider Endurance Line [Castelao et al., 2008a] (Figure 1).
The surveys are composed of cross‐shelf sections up to
130 km long, generally extending from the 20 to the 100 m
isobath. In some instances, however, the sections were lim-
ited to the region close to the coast, or to the region between
the 60 and the 100 m isobaths. Since sections do not extend
offshore of the 100 m isobath, the shelfbreak front is gen-
erally not fully resolved. Hydrographic data are collected

Figure 1. Study area showing glider tracks (black lines). Also shown are location of NOAA NDBC
buoys 44025 (circle), 44009 (diamond), NOS station SDHN4 (triangle) and CMAN station at Ambrose
Light (square).

CASTELAO ET AL.: HYDROGRAPHY OF THE CENTRAL MAB C10005C10005

2 of 14

Castelao et	al.,	2007	JGR
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Experimental	setup
208 A. R. Horner-Devine, D. A. Fong, S. G. Monismith and T. Maxworthy

Tank wall
(r = 92 cm)

Inner tank wall
(r = 22 cm)

Direction
of rotation

Coastal wall
Freshwater

source

Diffuser
(W = 5 cm,
H = 1 cm)

Overflow
standpipe

(R = 8 cm, 
H = 20.5 cm)

FV2

FV1
FV3

Figure 1. Schematic of the rotating table from above showing the camera field of view for the
three measurement sections. FV1 is the camera field of view for the horizontal section through
the bulge. For these experiments the camera is directly above the field of view looking down.
FV2 is the plane of the laser sheet in the vertical bulge section. The plane is perpendicular
to the figure, and it is viewed from the left-hand side by the camera. FV3 is the field of view
in the angled coastal current section. In these experiments, the sheet is 15◦ to the horizontal,
so that it intersects the surface on the right-hand side of the field of view and is submerged
on the left-hand side. The camera is also inclined so that the entire field of view is in focus.

chamber attached to a 1 cm deep by 5 cm wide slot in the coastal wall at the level of
the ambient water surface.

The velocity and buoyancy fields are measured simultaneously in a section of the
flow using a combined digital particle image velocimetry (DPIV) and planar laser
induced fluorescence (PLIF) technique developed by Cowen, Chang & Lı̀ao (2001).
The technique involves acquiring a sequence of image triples with a digital camera that
is fitted with a wavelength cut-off filter. The first two images in each triple are illumi-
nated using a YAG laser, which has a wavelength higher than the cut-off wavelength
so that light reflected off seed particles in the flow passes the filter. These image pairs
are processed using a DPIV code developed by Cowen (e.g. Cowen et al. 2001) to
obtain highly resolved velocity fields. The third image in the triple is illuminated using
an argon ion laser sheet and processed using the PLIF technique (e.g. Crimaldi &
Koseff 2001). The source is differentially dyed with fluorescein relative to the ambient
water. The buoyancy field is calculated based on the fluorescent light emission from
the dye. The combined DPIV/PLIF technique requires that laser sheets from both
the YAG and argon ion lasers be formed in the rotating frame of reference. This is
accomplished by combining the laser beams below the rotating table and directing

Horner-Devine	et	al.,	2006	JFM
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Results

Reprinted with permission from: NEJM Talan et al. 340 (2): 85;January 14, 1999 

Figure 1. Location of Wound Infections in 50 Patients Bitten by Dogs 
and 57 Patients Bitten by Cats.
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plume?
Near-field mixing mechanisms
    Spreading/stratified-shear flow
    Frontal
    Wind/waves
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a bulge?
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K ≤ 1
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uf (g’f H)–1/2 < 1 u(g’ h)–1/2 > 1

Retention
for >1 day

Mid-field mixing mechanisms
   Frontal
   Rotation arrest
   Wind/waves

(2Qf/g’)1/2 > H 

Far-field mixing mechanisms
   Ekman shear
   Wind/waves
   Bottom interaction* if

* Yankovsky & Chapman (1997)

Potential for
plume to disperse

at any stage

Figure 4
A schematic representation of mixing pathways in river plumes based on the presence or absence of different plume regions. Pathways
A–D correspond to plumes A–D in Figure 5.

such that no plume is formed (see Geyer & MacCready 2014 for a detailed review of estuarine
processes). The vast majority of discharge conditions are characterized by both an estuary and a
plume.

At its simplest, the plume structure can be reduced to two defining aspects: (a) Does a super-
critical near-field region exist, and (b) does a recirculating bulge exist? A near-field region exists
if conditions at the mouth are supercritical with respect to an internal Froude number. If this
condition is not met, then the plume will form a far-field plume or coastal current upon discharg-
ing from the estuary, with the dynamics of the forming plume strongly influenced by rotation.
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30 km 20 km

20 km 2 km

10 km 10 km

Plume        : 
prototypical

Plume        : 
nonrotational

River Teign, England
(X-band radar image)

Eel River, California (rendering)

Rhine River, Netherlands
(AVHRR SST)

Mekong Delta, Vietnam
(satellite-derived turbidity)

Chesapeake Bay, Virginia (SAR image)

Columbia River, Washington
(satellite imagery)

Plume        : 
wide estuary

Plume        :
angled inflow

Plume E: 
delta

Plume F: 
region of
freshwater
influence

Mid-field

River

      Near
field

Far field

B

C D

A

Figure 5
River plume morphologies: prototypical (plume A), nonrotational (plume B), wide estuary (plume C), angled inflow (plume D), delta
plume (plume E), and region of freshwater influence (plume F). Inset images show examples of each plume type: (plume A) the
Columbia River (SeaWiFS), (plume B) River Teign (Pritchard & Huntley 2006), (plume C) Chesapeake Bay (Donato & Marmorino
2002), (plume D) Eel River (Geyer et al. 2000), (plume E) Mekong River (Wisdom Project), and (plume F) Rhine River (De Boer et al.
2009).
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Besides	table	and	figures…Movies!
(Allow	as	supplemental material	or	enhanced	online)

Patterson	et	al.,	2006	POF

Previous work12 has examined the steady state flow
structure within the head of a 2D gravity current using par-
ticle tracking velocimetry. The results of that study are in
agreement with numerical simulations13 and show that ve-
locities just behind the head of the gravity current were typi-
cally 20% higher than the speed of the advancing front. The
flow structure within the head appears to involve dense fast
moving fluid from the tail entering the head and then recir-
culating upwards when it reaches the front. The experimental
results for the axisymmetric case show that flow in the lower
part of the head of the gravity current is opposite in rota-
tional direction to the 2D gravity current; this motion is due
to the presence of the strong ring vortices and does not per-
sist when the ring vortex has collapsed. Flow velocities in
the tail of the gravity current have been observed to be up to
40% of that of the front. Figure 9 shows a schematic drawing
of the head of a 2D and an axisymmetric gravity current, the
differences in the velocity fields within the gravity currents
are clearly indicated. Inspection of the experimental results
shows that there does not appear to be a significant transfer
of mass between the ring vortices and the head of the gravity
current, although both draw mass from the collapsing lock
release.

Analysis of the PIV experimental work provides suffi-
cient information to propose a new mechanism !distinct from
the azimuthal instability discussed in Sec. IV B 4" for the
development and breakdown of the ring vortex at the head of
an axisymmetric gravity current. As the gravity current
propagates forward, vorticity is generated at the density in-
terface and becomes concentrated in ring-shaped vortex
structures. A ring vortex at the front builds in strength while
being stretched !due to radial expansion", thus remaining

identifiable as a coherent structure on the top rear of the
gravity current’s head. While the gravity current head propa-
gates forward, the vortex ring is gradually left behind the
head of the gravity current. At this stage the ring vortex cuts
off the supply of dense fluid to the head of the gravity cur-
rent, and all the fast moving fluid from the tail is then en-
trained into the ring vortex. The increased supply of dense
fluid to the ring vortex provides a perturbation sufficiently
large to destroy any coherent vortical motion. At the same
time constant supply to the head of the gravity current is
impeded, which causes the decrease of the frontal velocity.
Inspection of these results shows that the leading ring vortex
breaks down completely at approximately R*=1.7R0, which
corresponds with the location where a change in frontal ve-
locity has been observed.

FIG. 8. !Color" !a"–!d" PIV and vorticity results derived from experiment 6 at times t /T=0.055, 0.38, 0.53, and 0.71 !enhanced online".

FIG. 9. A schematic drawing of the velocity field within the head of a 2D
and an axisymmetric gravity current.

046601-6 Patterson et al. Phys. Fluids 18, 046601 !2006"

Downloaded 09 Oct 2009 to 128.95.45.245. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp
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Results

• The	results	section	should:
– Summarize	what	the	data	show
• Point	out	simple	relationships
• Describe	big-picture	trends
• Cite	figures	or	tables	that	present	supporting	
data

–Avoid	simply	repeating	the	numbers	that	
are	already	available	in	tables	and	figures.

≠ Raw data
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Example table:
Table 1. Descriptive characteristics of the study groups, 
means ± SD or N (%).
Characteristic Bad Witches Good Witches 

N 13 12
Age (yrs) 45 ± 5 36 ± 6*
Female 11 (85%) 10 (83%)
BMI (kg/m2) 21 ± 6 23 ± 3
Systolic BP (mmHg) 140 ± 10 120 ± 9*

Exercise (min/day) 30 ± 20 60 ± 30*
Employment status

Unemployed 4 (31%) 0 (0%)
Part time 3 (23%) 4 (33%)
Full time 6 (46%) 8 (66%)

Smoker (yes/no) 6 (50%) 0 (0%)*

*p<.05, ttest or Fisher’s exact test, as appropriate.

Three 
horizontal 
lines

The	characteristics	of	the	bad	witches	and	
the	good	witches	are	shown	in	Table	1.	There	
was	a	significant	difference	in	age	between	
the	groups.	The	mean	age	of	the	bad	witches	
was	45	± 5;	and	the	mean	age	of	the	good	
witches	was	36	± 6.	There	was	no	significant	
difference	in	gender	between	the	groups,	
with	the	bad	witches	having	85%	females	and	
the	good	witches	having	83%	females.	BMI	
was	not	significantly	different	between	the	
groups,	which	both	had	normal	BMIs.	Systolic	
blood	pressure	and	exercise	were	
significantly	different.	The	bad	witches	had	a	
mean	blood	pressure	of	140	± 10,	whereas	
the	good	witches	had	a	mean	blood	pressure	
of	120	± 9.	Estimated	daily	exercise	was	
higher	in	the	good	witches	(60	± 30)	than	the	
bad	witches	(30	± 20).	Employment	was	not	
significantly	different	between	the	two	
groups...

Hypothetical	
examples
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Original:
The	characteristics	of	the	bad	witches	and	the	good	witches	are	shown	in	Table	1.	
There	was	a	significant	difference	in	age	between	the	groups.	The	mean	age	of	the	
bad	witches	was	45	± 5;	and	the	mean	age	of	the	good	witches	was	36	± 6.	There	
was	no	significant	difference	in	gender	between	the	groups,	with	the	bad	witches	
having	85%	females	and	the	good	witches	having	83%	females.	BMI	was	not	
significantly	different	between	the	groups,	which	both	had	normal	BMIs.	Systolic	
blood	pressure	and	exercise	were	significantly	different.	The	bad	witches	had	a	
mean	blood	pressure	of	140	± 10,	whereas	the	good	witches	had	a	mean	blood	
pressure	of	120	± 9.	Estimated	daily	exercise	was	higher	in	the	good	witches	(60	±
30)	than	the	bad	witches	(30	± 20).	Employment	was	not	significantly	different	
between	the	two	groups...

Revised:
The	witches	were,	on	average,	lean	and	predominantly	female	(Table	
1).	Bad	witches	were	significantly	older,	had	higher	blood	pressures,	
exercised	less,	and	were	more	likely	to	smoke	than	good	witches.	
More	bad	witches	were	unemployed,	but	this	difference	did	not	reach	
statistical	significance.
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Tips	in	writing	results

• Break	into	subsections,	with	headings	(if	
needed)

• Complement	the	information	that	is	already	in	
tables	and	figures
– Give	precise	values	that	are	not	available	in	the	
figure

– Report	the	percent	change	or	percent	difference	if	
absolute	values	are	given	in	the	table

• Repeat/highlight	only	the	most	important	
numbers
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Tips	in	writing	results

• Don’t	forget	to	talk	about	negative	and	control	
results

• Reserve	the	term	“significant”	for	statistically	
significant

• Reserve	information	about	what	you	did	for	
the	methods	section
– In	particular,	do	not	discuss	the	rationale	for	
statistical	analyses	within	the	Results	section.

• Reserve	comments	on	the	meaning	of	your	
results	for	the	discussion	section



!

What	verb	tense	do I use?
• Use	past	tense	for	completed	actions:	
– We	found that...
– Women	were more	likely	to...
– Men	smoked more	cigarettes	than...	
– The	average	reaction	time	was...

• Use	the	present	tense	for	assertions	that	continue	to	
be	true,	such	as	what	the	tables	show,	what	you	
believe,	and	what	the	data	suggest:
– Figure	1	shows...
– The	findings	confirm...
– The	data	suggest...
– We	believe	that	this	shows...
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Example:	verb	tense

Information	was	available	for	7766	current	cigarette	
smokers.	Of	these,	1216	(16%)	were	classified as	
hardcore	smokers.	Table	1	gives characteristics	of	all	
the	smokers.	The	most	striking	difference	was that	
hardcore	smokers	were about	10	years	older	on	
average	and	tended to	be	more	dependent	on	tobacco.	
Significantly	more	hardcore	smokers	had manual	
occupations,	lived in	rented	accommodation,	and	had	
completed their	full	time	education	by	the	age	of	16	
years.	There	was no	difference	by	sex.

Jarvis	et	al.	Prevalence	of	hardcore	smoking	in	England,	and	associated	
attitudes	and	beliefs:	cross	sectional	study	BMJ	2003;326:1061	(17	May)
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Use	the	active	voice!

• More	lively!
• Since	you	can	talk	about	the	subjects	of	your	
experiments,	“we”	can	be	used	sparingly	while	
maintaining	the	active	voice!
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Methods

• Give	a	clear	overview	of	what	was	done
• Give	enough	information	to	replicate	the	
study	(like	a	recipe!)

• Be	complete,	but	make	life	easy	for	your	
reader!
– Break	into	smaller	sections	with	subheadings
– Cite	a	reference	for	commonly	used	methods	
– Display	in	a	flow	diagram	or	table	where	possible

• You	may	use	jargon and	the	passive	voice
more	liberally	in	the	methods	section
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Who,	what,	when,	where,	how,	and	why…Who, what, when, where, 
how, and why…

Reprinted, with permission, from: Annesley TM. Who, what, when, where, how, and why: The ingredients in 
the recipe for a successful methods section. Clinical Chemistry. June 2010 vol. 56 no. 6, 897-901.

from:	Annesley TM.	Who,	what,	when,	where,	how,	and	why:	The	ingredients	in	the	recipe	for	a	
successful	methods	section.	Clinical	Chemistry.	June	2010	vol.	56	no.	6,	897-901.
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Methods
• Materials
– Drugs,	buffers,	chemicals,	gases,	etc…

• Data
– Where	do	you	obtain	your	data	(e.g.,	government,	
institution,	online	source,	etc…)

• Participants/subjects
– Animals	/ Humans	(state	that	the	research	was	approved	
by	the	appropriate	committee	at	your	institution)

• Experimental	protocol/study	design	
• Measurements
– How	were	the	dependent	and	independent	variables	
measured	Instruments	(telescope,	microscope,	weighing	
scale,	questionnaire,	etc.)	

– Where	do	you	make	measurements?
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Make	life	easy	for	your	reader!

1.	Break	into	sub-sections	with	informative	
subheadings
METHODS
Data	description
QuickSCAT measurements	of	
Wind	stress
AMSR-E	measurements	of	
sea	surface	temperature

METHODS
Model	description
Experimental	setup
2-D	online	smoothing
Experiment	details
Data	sets

METHODS
Model	background
Equations	and	discretizations
Configuration	and	forcing

METHODS
Experimental	facility
Concentration	measurements
Particle	imaging	velocimetry

METHODS
Field	program
Site	Description	and	Data	
Collection
Field	Method
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Make	life	easy	for	your	reader!

2.	Cite	a	reference	for	commonly	used	methods	
or	previously	used	methods	rather	than	
explaining	all	the	details...
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Cite	commonly/previously	used	methods

To	examine	the	more	highly	developed	region	of	the	arrested	wedge	flow,	experiments	
were	conducted	in	a	modified	version	of	the	facility	described	in	detail	in	Pawlak &	Armi
(1998).	

The	details	of	the	initial	condition	can	be	found	in	Cantero et	al.	(2006).	The	use	of	a	
rectangular	grid	to	solve	a	cylindrical	problem	may	seem	odd.	However,	a	rectangular	
grid	provides	a	uniform	resolution	away	from	the	centre of	the	domain,	thus	capturing	
better	the	fine	structures	of	the	flow	at	the	front	(lobes	and	clefts).	The	governing	
equations	are	solved	using	a	de-aliased	pseudospectral code	whose	details	can	be	found	
in	Cantero et	al.	(2007).

In	a	first	stage,	mesoscale eddies	were	detected	on	each	SLA	map	using	the	algorithm	
initially	developed	by	Chaigneau et	al.	[2008]	and	slightly	modified	by	Chaigneau et	al.	
[2009].	This	algorithm	detects	eddy	centers	corresponding	to	local	SLA	extrema (minima	
for	CEs	and	maxima	for	AEs).	
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Make	life	easy	for	your	reader!

3.	Use	flow	diagrams	or	tables	to	help	simplify	
explanations	of	methods!

Figure 1. Study participation diagram.

Whitworth WC, Hamilton LR, Goodwin DJ, Barrera C, et al. (2012) Within-Subject Interlaboratory 
Variability of QuantiFERON-TB Gold In-Tube Tests. PLoS ONE 7(9): e43790. 
doi:10.1371/journal.pone.0043790
http://www.plosone.org/article/info:doi/10.1371/journal.pone.0043790

Whitworth	WC,	Hamilton	LR,	Goodwin	DJ,	Barrera	C,	et	al.	(2012)	Within-Subject	
Interlaboratory Variability	of	QuantiFERON-TB	Gold	In-Tube	Tests.	PLoS ONE	7(9):	e43790.
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Experimental	setup

Horner-Devine,	2006	EIF

a vertical plane perpendicular to the mean flow. This is
done by rotating the plane of the co-aligned PIV and
PLIF laser sheets relative to the horizontal. When the
correct angle is chosen, PLIF dye concentrations and
along-wall PIV displacements can be resolved simulta-
neously across the vertical and cross-shore extent of the
current, allowing calculation of the alongshore rate of
transport. Since the vertical structure of the current is
based on a projection from the angled plane of the sheet,
the technique is limited to flows for which the scale of
alongshore variability is greater than the alongshore
extent of the measurement area.

The technique is validated in a series of non-rotating
experiments with a known transport rate. Techniques
are presented that correct for the effects of index of
refraction, photobleaching and variation of surface
tension. In further experiments on a rotating table the
structure of the current is investigated and is compared
with previous rotating gravity current experiments.

2 Experimental setup

All of the experiments were conducted in an annular
tank on a 2-m rotating table (Fig. 1). The table, which
consists of a circular steel plate attached to a rectangular
base by means of a large thrust bearing is level to within
10!5. A servo motor (Pacific Scientific, model R8AG,
50 Nm maximum torque) with a 50:1 orbital gear head
(Bayside Motion Group) drives the table with a non-slip
drive belt. The motor speed and acceleration are con-
trolled by a PC computer with Galil Motion Control
software, in conjunction with a motor controller
(Compumotor). This system provides accurate control
of the rotation speed and allows very smooth rotation.

The water tank is a 500 l Plexiglas annulus that is
25 cm deep and has 184 and 44 cm diameter outer and
inner walls, respectively. The tank is outfitted with a
0.5 cm thick Plexiglas lid to prevent surface stress due to
wind shear. A 155 cm high three-legged frame, which
straddles the entire tank, supports a high fidelity slip ring
and a digital camera mount. The slip ring is used to
bring electrical power and a TTL trigger signal onto the
table. A second smaller frame is used for on-table elec-
tronic components including a image acquisition com-
puter and digital camera controller.

The current is generated along a straight 120 cm
Plexiglas interior wall set across one side of the tank.
The end section of the wall is hinged so that it makes a
right angle with the wall. Buoyant water is introduced
into the tank at the level of the water surface through a
5 cm · 1 cm slot by means of a diffuser affixed to the
back of the hinged section. The diffuser is a 6.25 cm3

chamber filled with small plastic beads. Typical flow
rates range from 3 to 16 cm3 s!1 resulting in diffuser
residence times less than 1.0 s. The adjustment time for
the flow is approximately one rotation period (10–40 s),
so the inflow rate can be considered to ramp up
instantaneously.

Two experimental configurations are used to generate
a buoyant current in a non-rotating and rotating system,
respectively. In order to measure the total volume flux,
the current must be limited to a width that is less than
the field of view in both cases. This is satisfied in the
rotating case as the current is held against the wall due
to Coriolis acceleration. In order to test the technique in
the experimentally simpler non-rotating case, it was
necessary to contain the current within a channel. The
channel is 5 cm wide and consists of two Plexiglas walls
that are installed along the coastal wall in the tank such

Direction
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Diffuser
(W=5cm,H=1cm)

Freshwater
source

Tank wall
  (r = 92cm)

Inner tank
wall
 (r = 22cm)

Overflow
standpipe
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H=20.5cm)
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of view

Angled laser 
sheet

A B

Coastal current

Main steel 
base

Optics
breadboard

Rotating
steel base

Electrical slip ring

Outer tank
wall

Inner tank 
wall

Tank

YAG and Ar+
laser beam
path

Turning
mirror

Cylindrical
lens

Angled laser 
sheet

Water 
level
22cm

Three-legged
frame

Table 
bearing

Digital
camera

Coastal
current

a) b)

Fig. 1 Schematic of the rotating table viewed from the side a, and
of the tank configuration viewed from above b. The orientation of
the angled laser sheet is included in both schematics. In b the side of

the sheet labeled B extends above the water surface and A extends
below the buoyant current
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Verb	tense

• Report	methods	in	past	tense	
– “we	measured”

• But	use	present	tense	to	describe	how	data	
are	presented	in	the	paper	
– “data	are	summarized	as	means	± SD”



!

It’s	OK	to	use	passive	voice	(or	even	to	use	a	
combination)!

• Passive:
E.g.,	Oral	temperatures	were	measured.	
Emphasizes	the	method	or	variable.

• Active:
E.g.,	We	measured	oral	temperatures
More	lively,	but	sacrifices	having	the	

material/method/variable	as	the	subject	of	the	
sentence

Requires	creativity	to	avoid	starting	every	sentence	
with	We!



!

Homework	3

Find	three	figures	in	each	category:
• (3)	Primary	evidence
• (3)	Graph
• (3)	Diagram	and	drawing

Write	a	short	paragraph	to	describe	your	
findings	regarding	to	each	figure
Due Dec 17th	(Sunday)


